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Part 1
Getting connected
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ParaView Architecture

ParaView client - application with user interface
Client

Runs on the desktop to visualize local data

ParaView server (pvserver) - server application

Runs on remote system
Server

Can be built with MPI for parallel
visualization on clusters
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ParaView client application

Is a GUI application
Scriptable with Python
Connects to a server for visualization

By default, is connected to a built-in server in
the same process, offering standalone
visualization capabilities.

Client

Server
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ParaView server

Executable named pvserver that runs on a remote system
where data resides

No GUI available (do not forward X11 to your client
workstation)

Connects to a client that drives the visualization
session

commands

Client Server

images,

geometry ¢ kitware



ParaView server - graphics requirements

Can use graphics acceleration if available
Can use X11 to access graphics accelerators
If NVIDIA nodes are available, building with EGL is possible (no X11 required)

If neither X11 nor EGL are available, can do software rendering with offscreen
Mesa OpenGL library

When running pvserver remotely through SSH, do not enable X11 forwarding
with -x or -y

This could cause rendering to happen on the client! WKitware



ParaView server - MPI

pvserver can be built with or without MPI (with is recommended)

In both cases, connecting the client to the server is the same

Client connects to rank 0 on the server, process 0 coordinates ranks
Application binaries provided by Kitware are built with MPICH 3.2

This is probably not optimal on your system

If system has hi-speed interconnect, you will want to build pvserver with

MPI for the interconnect
)))(Kitware



Side note - data server, render server

pvserver IS actually two servers, a data server and a render server

Client

commands

The two servers can be run separately, but not often used this way

Client

images,
geometry

commands

Server
Data Render
server server

images,
geometry

Render
server

Data
server

WKitware



Running pvserver

Run pvserver[.exe] at aterminal

Linux -
pvserver is in same bin/ directory as paraview

macOS -
pvserver is in /Applications/ParaView-5.6.0.app/Contents/bin

Windows -
pvserver.exe is in C:\Program Files\ParaView-5.6.0*\bin
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pvserver waiting for a connection

> pvserver
Waiting for client..
Connection URL: cs://terminus.local:11111

Accepting connection(s): terminus.local:11111
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Connecting the client

In client, clicking the E@ button brings up connection dialog.

® o Ml Choose Server Configuration
Configuration Server
AFRL Utility Server csrc://127.0.0.1
ARL Utility Server csrc://127.0.0.1:11111
Armstrong (NAVY) csrc://127.0.0.1
CORI@NERSC csrc:ff
Centennial (ARL) csrc:/flocalhost
Conrad (NAVO Cray/XC40) csrc://127.0.01
Mannar-NDQ rern- 127001
1 Add Server Edit Server Delete Server
Click here
Load Servers Save Servers Fetch Servers
to add a
new server
Connect Close
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Add forward connection to localhost

Add a configuration to connect to a server running on same machine as client

® @ Ml Edit Server Confi i ® ® Ml Edit Server Launch Configuration
Name [Iocalhost} ] Configure server foobar (cs://foobar)
Server Type Client / Server B Please configure the startup procedure to be used when connecting to this server:
Host localhost Startup Type: = Manual
Port 1

Manual Startup - no attempt will be made to start the server. You must start the
server manually before trying to connect.

Configure Cance

‘ Cance Save

Enter text, click Configure

Click Save

WKitware
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Connect to localhost

Select localhost configuration and click Connect
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Try it
Navigate to your ParaView installation
Run pvserver on your local system with no arguments

Set up a new connection configuration

Connect to the server from the ParaView client

Disconnect by clicking
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Running pvserver in parallel

You can run pvserver like any other MPI| program

> mplexec —-np <num processes> pvserver [additional

arguments]|]

*Windows version built with MPI requires MS-MPI (free download) to be installed

Connecting to the server is the same as when it is run serially
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Running pvserver in a job queue

Typically need to submit batch job

gsub —-A <project to charge time to>
-N <number of nodes>
-n <number of cores on each node>
-g <job to submit job to>

mpiexec -np <N*n> pvserver
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Forward connections

> pvserver

Listens for incoming client connection on port 11111

> pvserver —--server-port=22222

Listens for incoming client connection on custom port 22222

WKitware
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If only it were that simple...

No HPC cluster is open to the internet with an open socket connection

N
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Reverse connections

ParaView client listens for incoming connection, pvserver initiates connection to
--client-host argument

> pvserver -—--reverse-connect --client-host=localhost

This is a new type of connection, so we need to add a new connection
configuration to the ParaView client
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Configure reverse connection

Add a server in the Choose Configuration Server dialog
Set Server Type to “Client / Server (reverse connection)

Click Configure and click Save on the next screen

@ Ml Edit Server Configi
Name reverse-localhost
Server Type v Client / Server
Client / Server (reverse connection)
Host Client / Data Server / Render Server
Port Client / Data Server / Render Server (reverse connection)
Configur C |

)))(Kitware
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Connect the server to the client

Run pvserver --reverse-connect --client-host=localhost

Select the reverse-localhost configuration and click Connect

® o M1 Waiting for Server Connection

® ® Ml Choose Server Configuration
_COﬂ'isu'a!icn‘ " Server Establishing connection to 'reverse-localhost’
Waiting for server to connect.
Topaz Manual RC csrc://localhost:12323
UH HPC Cluster esre:fflocalhost:11111 [ Cancel |
hydros cs://hydros:11111

localhost cs:/flocalhost:11111 S e rve r Wi I | O u t p u t :

localhostMPI cs:/flocalhost:11111

Add Server Edit Server Delete Server ConneCtlng to Cllent ( reverse
Load Servers Save Servers Fetch Servers C O n n e C t i O n r e qu e S t e d ) L.
Timeout (s) 60 ) Connect Close

Connection URL: csrc://localhost:11111
Client connected. WKitware
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Try it
Set up a new connection configuration gi\?
Name: reverse-localhost
Host: localhost
Port: default (11111)
Server Type: “Client / Server (Reverse Connection)”

Connect in the Choose Server Configuration dialog

> pvserver —--reverse-connection —--client-host=localhost

)))(Kitware



If client is behind a firewall...

/

A reverse connection alone will not work in this scenario

Outside connections cannot get to ParaView client behind firewall

WKitware
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SSH tunneling

Usually systems behind firewalls can be accessed via SSH

SSH allows a mechanism called “tunneling” that can be used to bypass firewall
restrictions on network connections in a secure way by sharing the SSH
connection with other network connections

We can use this to create secure ParaView client/server connections through
firewalls
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localhost:<localport

SSH forward tunneling

> ssh -L <localport>:<remotehost>:<remoteport> <server>

SSH will listen on <localport> for a connection and forward the connection to
<remotehost> on port <remoteport>

ParaView client connects to localhost:<localport> and SSH forwards this to the
remote server

remotehost:<remoteport>

>

Client

SSH Server
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SSH forward tunneling

Server side
localhost> ssh -L <localport>:remote:<remoteport> user(@remote

remote> pvserver --server-port=<remoteport>
Client side

Add a new “Client / Server” (forward) connection where server Host is
“localhost” and Port is <localport>
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aaaaGGSSHGBEEEEIIED Coe -
SSH forward tunneling - concrete example

Server side Client side
localhost> ssh -L ® o Al Edit Server Configuration

Name k.larc.nasa.gov
11111:k.larc.nasa.gov:22222 s T B
user@k.larc.nasa.gov Host localhost

Port 1111

user@k > pvserver \

—-—server-port=22222

Configure Cancel

WKitware
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mailto:user@k.larc.nasa.gov

SSH forward tunneling - concrete example

Server side Client side

|
hocalhost ssh -L 259

Name
11111 k.larc.nasa.gov:22222 Socver Tipa

usér@k.larc.nasa.gov Host

B

k.lar

il Edit Server Configuration

.nasa.gov

localhost

Port

1111

us¢r@k > pvserver \

t—server-port422222

A

Configure Cancel
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Those pesky login nodes

Typically, there are dedicated login nodes separate from compute nodes

System architecture looks like this e | [ (e | g

— LTI [ TIIT LTI
4 & - I 11 11

Client — — —

Workstation Login nodes Compute nodes

How do we tunnel to a compute node? WKitware




SSH forward tunneling with login nodes

Login nodes are not used for compute
You need to submit a job to a queue
You won’t know the DNS of the compute node
Forward tunneling relies on you knowing the hostname of the compute node

How do we get that?
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SSH forward tunneling to compute node

Solution: use two terminals
Terminal 1: SSH into login node, queue job, get hostname of compute node

tl> ssh user@k.larc.nasa.gov

tl> gsub -I -1 nodes=1 -g K4-standard
t1> hostname

compute-nodeZ?l

Terminal 2: SSH into login node, set up forwarding from client to compute node

t2> ssh -L Z7ZZ7Z7Z:compute-nodeZ2l:YYYYY user@k.larc.nasa.gov
I kitware
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SSH forward tunneling to compute node

Launch pvserver on Terminal 1
tl> mpiexec —-np <N> pvserver —--server-port=YYYYY
With the ParaView client, connect to localhost on port 727777

This should connect the ParaView client through the SSH tunnel set up in
Terminal 2 to the server on the compute node
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Two terminals is too many

Forward tunneling with two shells is Example:
cumbersome!

® o Ml Edit Server Launch Configuration

Configure server foobar (cs://foobar)

We Can ta ke Ca re of Ia u nCh Of pv server and Please configure the startup procedure to be used when connecting to this server:
. . S Type: | C d [
connecting with a reverse SSH tunnel rrcp Tpe: (Commans )

Execute an external command to start the server:

Key |S to use a Com ma nd Sta rtu p Type th at $SSHLOCS -q "-o StrictHostKeyChecking=no" "-o0 ExitOnForwardFailure=yes" -R

$SERVER_PORT$:127.0.0.1:$PV_SERVER_PORT$ -l $USERNAME$ $LOGINNODE$
. . Jfusr/binfenv PV_CONNECT_ID=$PV_CONNECT_ID$ PV_PORT=$SERVER_PORT$
Sta rtS pv server When conn eCt|On IS made VERSION=$PV_VERSION_FULL$ WALLTIME=$WALLTIME$ PROJECTNUM=
$PROJECTNUMS$ QUEUE=$QUEUE$ NODES=$NODES$ PROCS=$PROCS$
TUNNEL=1 NODE_TYPE=$NODE_TYPE$ LOGINNODE=$LOGINNODE$ /app/DAAC/
paraview/utils/pvserver.sh

Note variables such as SUSERNAMES$

After executing the startup command, wait 0.0 seconds C before connecting.

These are defined in a .pvsc definition file
that you can import to define server
connections

Cancel Save
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Example XML for previous connection

<Server name="Topaz
<CommandStartup>
<Options>

<Option name=

(ERDC)

w

'USERNAME"

<String default=""/>

</Option>
</Options>

<Command exec="SSSHLOCS" timeout="0" delay="0">

<Arguments>
<Argument
<Argument
<Argument
<Argument
<Argument

value="-q" />

label="Username"

resource="csrc://localhost:11111">

save="true">

ParaView can
download .pvsc file
from URL and add
connection
configurations
automatically

Configured servers are stored in .pvsc
file in home directory:

%APPDATA%/ParaView/servers.pvsc

~/.config/ParaView/servers.pvsc

value="SSERVER PORTS$:127.0.0.1:SPV_SERVER PORTS"/>

value="-R" />
value="-1"/>
valueq"SUSERNAMES"

>
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Reverse connection

Connect button launches a program to SSH into and authenticate with login node and launches a script
there. Client then waits for reverse connection from pvserver running on compute node. No separate
SSH connection required.

The script:
Finds out login node’s IP address
Submits a pvserver job through queue

pvserver job starts with -—reverse-connection back to the waiting GUI client over the tunnel
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Reverse connection caveats

When login and compute nodes are separate, SSH daemon needs to have
AllowTCPForwarding and GatewayPorts enabled

If not enabled, reverse connection cannot be made back to the client

Workaround is to use port forwarding utility such as socat on the login node listen
for a connection on the compute node and forward it back to the client
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Reverse connection wrap-up

Offers a path to one-click connection to a remote cluster

May require assistance of a system administrator to set up, but then it is easy to
make it available to all users

Pass around a .pvsc file with configuration

Download from a URL, for example: File->Connect->Fetch Servers
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Part 2
Remote visualization
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Loading data

Once a client and server are connected, we are ready to load data and visualize it
To open a data file, select the File -> Open... menu item

The file dialog shows files on the file system available to pvserver

You cannot load data on the local file system as long as the connection is alive

Disconnect first to connect to the builtin server and load local data
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What happens where?

Data is loaded onto the pvserver processes
Filtering is performed on pvserver

Subsets of data can be sent to the client for
local rendering

Rendering can be performed on pvserver, but
it can also be done only on the client

images,
geometry

Client

commands

Configure visualization
Rendered geometry
Rendering
Display
Saving/loading state
Saving screenshots

Server

Loading data
Saving geometry
Filtering
Rendering
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Where should rendering happen?

Client Server
Pros: Pros:
Low latency from render request to render No geometry to transfer to client
High frame rate Can handle larger datasets
Cons: Cons:
Fewer resources on client machine Higher latency, lower frame rate
Network transfer time for geometry One image sent over network per render
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Controlling where rendering happens

Usually, geometry is extracted from a dataset to
be rendered

Remote Render Threshold determines where
rendering happens

Available under Edit -> Settings/ParaView ->
Preferences

[ J Ml settings

General Camera Color Arrays Color Palette

Search ... (use Esc to clear text) &3

Remote/Parallel Rendering Options

Remote Render Threshold: Set the data size (in megabytes) beyond which
to render data remotely (or in parallel) when connected to parallel rendering
capable server. In that case the rendered images are delivered to the client.
Otherwise, the geometry is delivered to the client and rendering happens
locally.

20

Still Render Image Reduction Factor: Set the sub-sampling factor to use for
non-interactive rendering. When rendering on large tiles (or multiple tiles),
sub-sampling will help improve image compositing performance. This has no
effect if remote/parallel rendering is not being used.

1

Client/Server Rendering Options

Image Reduction Factor: To reduce image compositing costs during
interactions, set the image sub-sampling factor. Set to 1 to not use any
subsampling.

- 2
Image Compression

Set the compression method used when transferring rendered images from
the server to the client.

Lz4
Set the Squirt/LZ4 compression level. Move to right for better compression
ratio at the cost of reduced image quality.

3

Reset Restore Defaults Apply Cancel “
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Verifying where rendering occurs

O Layout#1 @  +

R A .2 2 R RenderViewl 0 B 0O © ©
Mode: still

Level-of-detail: no

Remote/pardllel rendering: yes

Frame rate (approx): 7.94983 fps

e e M Settings

General Camera Render View Color Arrays Color Palette

Search ... (use Esc to clear text)

cells greater than thus threshold (in millions).

250

Default Interaction Mode: When opening a dataset, set the initial interaction
mode.

Automatic, based on the first time step

Show Annotation: Set whether to see annotation providing advanced
debugging and performance information about each render.

Point Picking Radius: Set the radius (in pixels) to include when using Select
Points On to click-and-select a single point on the Render View.

50
Disable IceT: Set to disable IceT (default is unchecked). This is not

common and only provided for special rendering modes/mappers.

Reset Restore Defaults Apply Cancel m

WKitware




Speeding up remote rendering - low bandwidth

Still Render Image Reduction Factor -
subsample images when full quality rendering is
requested

Image Reduction Factor - subsample images
generated during interactive rendering

Image Compression - compression algorithm
and amount of compression to use

[ J Ml settings

General Camera Color Arrays Color Palette

Search ... (use Esc to clear text) &3

Remote/Parallel Rendering Options

Remote Render Threshold: Set the data size (in megabytes) beyond which
to render data remotely (or in parallel) when connected to parallel rendering
capable server. In that case the rendered images are delivered to the client.
Otherwise, the geometry is delivered to the client and rendering happens
locally.

20

Still Render Image Reduction Factor: Set the sub-sampling factor to use for
non-interactive rendering. When rendering on large tiles (or multiple tiles),
sub-sampling will help improve image compositing performance. This has no
effect if remote/parallel rendering is not being used.

1

Client/Server Rendering Options

Image Reduction Factor: To reduce image compositing costs during
interactions, set the image sub-sampling factor. Set to 1 to not use any
subsampling.

- 2
Image Compression

Set the compression method used when transferring rendered images from
the server to the client.

Lz4
Set the Squirt/LZ4 compression level. Move to right for better compression
ratio at the cost of reduced image quality.

3

Reset Restore Defaults Apply Cancel “
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Speeding up remote rendering - high latency

Play with the LOD Threshold and LOD
Resolution to reduce geometry sent to client.

Turn on Use Outline for LOD Rendering if
decimated geometry too big for client.

Try increasing Non Interactive Render Delay

Turn up Remote Render Threshold
Allow more data to go to client

® Ml Settings

General Camera Color Arrays Color Palette

Search ... (use Esc to clear text) 3%

Interactive Rendering Options

LOD Threshold: Set the data size (in megabytes) beyond which to employ
decimation, if possible, to speed renders when interacting. 0 implies the use
of decimation for all interactive renders.

20

LOD Resolution: Set the factor used to the decii y
when employed. This affects the size of the grid used for quadric clustering,
for example. 1.0 implies maximum resolution while 0 implies minimum
resolution.

0.5

Non Interactive Render Delay: If decimated geometry was used for
rendering during interaction, set the delay (in seconds) before doing a full
resolution render when the interaction is finished.

0

Use Outline For LOD Rendering: Use outline, instead of decimated
y when il ing, if i

Remote/Parallel Rendering Options

Remote Render Threshold: Set the data size (in megabytes) beyond which
to render data remotely (or in parallel) when connected to parallel rendering
capable server. In that case the rendered images are delivered to the client.
Otherwise, the geometry is delivered to the client and rendering happens
locally.

0

Reset Restore Defaults Apply Cancel m
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Remote visualization with Python

pvpython is a ParaView client application that can generate images from a
Python script

To connect to a pvserver on a remote system, use the Connect() function
>>> Connect(“server.host”, 11111)

Once connection is established, Python commands can be run to create filters and
generate images on the server
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Questions?
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