Are you ready to work with software tools that have artificial intelligence (AI) capabilities embedded in them? Are you ready to become perpetually confused about how these tools are working and whether to take their recommendations seriously?

Apparently, many people aren’t.

Even the computer scientists developing machine learning and deep neural nets don’t fully understand how their creations think. The reason is that once the algorithms take over, massaging enormous data sets, correlating and back-propagating like crazy, even the people who designed and developed the systems no longer fully understand how they arrive at their answers. The developers can guess, but it is just a guess. And most of the people using their systems don’t even know how to guess.

For the past few years I have been working with Robert Hoffman and Shane Mueller to address this problem. We have been part of a large program called XAI, which stands for explainable artificial intelligence. This program is sponsored by DARPA, the Defense Advanced Research Projects Agency. Most of the teams working on XAI are building impressive systems to use AI to make their own AI systems more readily understood.

In contrast, Robert, Shane, and I have been trying to develop straightforward tools to increase explainability. We call our set of tools AIQ, artificial
intelligence quotient, and our goal is to help the people using AI systems to get smarter about how their own systems work. We want to raise their IQ about the AI systems they’re wrestling with.

We want them to have better mental models about their AI systems (see Borders, Klein & Besuijen, 2019). Having a better mental model isn’t just about understanding how a system works. Better mental models are also about appreciating how a system doesn’t work—how it fails and what are its limitations. And better mental models are about diagnosing why these failures and limitations occur. Finally, better mental models depend on learning workarounds for the failures and limitations.

So far we’ve assembled nine different tools but I expect that we’ll keep expanding the tool kit. Here are just three of the tools in the kit.

Cognitive Tutorial. One of the tools is an up-front tutorial to provide users with a better mental models (how the system works, how it fails, why it fails, and how to adapt). Actually, Shane and I created an earlier version of this Cognitive Tutorial almost a decade ago (Mueller & Klein, 2011) and conducted some successful trial applications for complex logic systems. We’ve updated that version to handle AI systems.

Explainability Scales. We have developed and validated several measurement scales): trust in an AI system, explanation goodness, explanation satisfaction, and mental model adequacy, along with methods for analyzing user mental models of the AI (Hoffman, Mueller, Klein & Littman, 2018.

Self-Explaining Scorecard. This scorecard is an ordinal scale for gauging the power and sophistication of AI techniques to improve explainability; we have applied it to several ongoing XAI efforts (Klein, Hoffman & Mueller, 2020).

We recently received funding from a government organization to apply, evaluate, and further extend the AIQ tool kit.
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